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A practical method is proposed which using the hamiltonian matrix, or some other matrix 
corresponding to any operator with identical symmetry properties, enables one to obtain the 
transformation matrix, from the given basis to a symmetry-adapted basis. 

The method is very suitable for applications in the fields of molecular orbital and force 
constant calculations. 

On propose une m6~hode pratique pour obtenir la reaL-rice de transformation d'une base 
donn6e en une base de sym6trie, en employant soit la matrice hamiltonienne, soit une matrice 
relative s un autre op6rateur, pourvu qu'fl air les m6mes propri6t6s de sym6trie que l'hamil- 
tonien. 

La m6thode s'applique tr~s ais6ment aux calculs d'orbitales mol6culaires et de constantes 
de force. 

Es wird eine Methode entwickelt, die die Transformationsmatrix yon einer gegebenen 
Basis zu einer der Hamiltonmatrix symmetrieadaptierten Basis bestimmt. Start der Hamilton- 
matrix k6nnen beliebigo Matrizen vorliegen, insofern sie Operatoren entsprechen, die gleiches 
Symmetrieverhalten wie der Eamiltonopera~or aufweisen. Die Methode l~Bt sich ohne Schwie- 
rigkeit bei MO-Rechnungen und der Berechnung yon Kraftkonstanten anwenden. 

Introduction 

In  problems of molecular orbital calculation and force constant determination 
it is extremely useful to work with symmetry adapted basis vectors [3, 5]. These 
vectors belong to the irreducible representations of the group of symmetry opera- 
tions which commute with the hamiltonian operator, and usually the transforma- 
tion matrices are derived manually by the use of the character tables. 

In  fully automatized computer programs used for these problems it is desider- 
able to reduce such manual computations and, at the same time, to minimize the 
input data. 

In  order to decrease the probability of human errors in such calculations and 
for the more estetical reason of supplying the machine only the truly necessary 
quantities which define the problem a new method is proposed. 

In  this method, the properties of the hamiltonian matrix, or any other matrix 
which commute with all and only the symmetry operations which leave the 
hamiltonian invariant, are exploited, and a unitary matrix which transforms the 
given basis into a symmetry adapted basis is obtained. Suitable matrices which 
can be treated by the present method are for instance: the nuclear attraction 
matrix in molecular orbital calculations and the WILSOl~ G -x + / r  matrix in 
force constan~ calculations. 
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Theory 

A given basis is supposed to contain equivalent and complete sets of vectors. 
Such complete sets satisfy the following theorems [2, 5]: 

a) The numbers of equivalent vectors in a given set cannot exceed the order g 
of the group. 

b) A set of equivalent vectors can give no more than n~ vectors which tranform 
according to the irreducible representation F~ of dimension n~. Each of the n~ 
possible vectors will have n~ partners. 

In  addition the following theorem can be proved: "The  structure of the matrix 
obtained from a set of equivalent vectors with any operator ~ which commutes 
with all and only the symmetry  operations R of a group used to generate, from a 
given vector ~, the complete set, is independent of the particular operator." 

The proof of this last theorem, which will elucidate what  is intended as the 
structure of a matrix, follows. 

Let  us consider a matrix whose first row elements PI,j  are given by 

P~,~ = (Eqp ] ~ I R ] q~) . (l) 

Here, E is the identi ty operation, Rj one of the symmetry  operation, Rj ~ = ~j 
is one of the equivalent vectors and ~ is the operator defined in the above theorem. 

The k row of the P matr ix  has the elements <Rk ~ l ~  t RI T), which, because 
commutes with all R, can be expressed as follows: 

< R~ ~ I ~ [ RJ ~> = <~ I R ;  1 ~ I RJ ~> = <~ I ~ [ R ;  1Rj  ~> = <~ [ ~ I R~ ~> (2) 

where R~ ~ = R ;  1 Rj ~ is one of the equivalent vectors. 
Therefore all rows of the matr ix  P will contain the same elements of the first 

one, variously ordinated and such as to give an hermitian matrix. The ordering 
of the elements in each row and the other possible equations of the type (2) which 
can be written among the elements of a row are independent of the particular 
operator ~ .  This is what is called the structure of a matrix. Probably a word which 
would have more clearly indicated the inherent topological properties of the 
matrix would be preferable, but for our purposes which are essentially practical, 
the word structure gives a more easy grasp of what is meant.  

Thus the structure of a matrix is established only by  the Eq. (2) and this 
means tha t  two or more matrices can have identical structures with different 
numerical values of their elements. A simple consequence of Eq. (2) is tha t  all 
diagonal elements are identical. 

Given a matr ix  P constructed with a particular basis comprising of several 
equivalent sets, and with an operator ~ satisfying the previous mentioned require- 
ments we begin by recognizing the vectors belonging to the same equivalent set. 
These are easily identified because they have identical diagonal elements. Let  us 
consider now the particular matrices p s i ,  ps~ . . . . . . . . .  ps~ obtained by  extracting 
from the matr ix  P all elements due to the equivalent sets s~, s 2 . . . . .  s~ . . .  and 
construct new matrices Bs~, BS~ . . . .  Bs~ . . . . .  which have structures identical to 
ps~, ps~ . . .  ps~ . . .  but  with arbi trary elements (it must  be excluded the case 
where Bs~ is proportional to ps~ ). 

Since the Bs~ matrices are hermitian they can be diagonalized into As~ by 
unitary matrices Us~ whose numerical determination is a routine computer 
operation. 
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I f  the set st yields no more than one vector for each of the irreducible represen- 
tations then Use will diagonalize psr too and all matrices with the same structure. 

On the other hand ff the set st yields m~ vectors which belong to the same 
irreducible representation F~ of dimension n~ (m~ > t ; m~ =< n~) the above is no 
longer true because the off diagonal elements between parallel partners of the m~ 
different vectors are in general different from zero. Therefore the complete 
diagonalization will be dependent upon the structure and the numerical values of 
the elements of the matr ix  Bs~. Thus to distinguish between these two situations 
it is sufficient to see ff the matr ix  Fs~ = Us~ r psr U is diagonal. 

The matr ix  U formed with all the Us~, retaining the ordering of the rows of B 
is used now to evaluate the matr ix  F = U t P U which represents the operator 
in the new symmet ry  adapted basis. 

In  case of degeneracy it  still remains to orient correctly the partners of differ- 
ent vectors (2), arising from different sets st belonging to the same irreducible 
representation F~, n~ times degenerate (The partners of different vectors arising 
from a same set are already parallel to each other). 

This can be achieved by ehosing as reference the orientation of the vectors 
arising from an arbi trary set and rotating appropriately the partners of the 
vectors arising from the other sets. After this operation is performed the /7  matr ix  
in the new basis will be completely factorized, and the only off-diagonal elements 
will arise between parallel partners of different vectors belonging to the same 
irreducible represent~tion. 

Tha t  such rotations are indeed possible in an easy way is shown as follows: let 
g]l~' be the ~ partner  of the ] new basis vector belonging to t h e / ' ~  irreducible re- 
presentation. This vector being obtained by  the transformation U from the 
equivalent vectors of the set st. 

This vector can be imagined as one obtained from the symmetry  adapted 
vectors ~ which were constructed by  applying the projection operators [1, 2, 4]. 

These symmetry  vectors are defined as 

9k~ - ~ T F~(R)~k Rg" (3) 

where N~ * is a normalisation constant independent from # and ~s, indicates the 
vector generating the set st. 

The g ~  is related, to the ~ trough 
i) a rotation R s'~ of dimension n~ which will mix the partners # of each of the 

m~ vectors g~*.~ to give the new vectors/~j~ 
and 

ii) ~ uni tary transformation O *~* of dimension m~ among the parallel partners 
v of the funct ions/ .~.  

The transformation R s*~ will be independent of l, and the transformation 0 z~ 
will be independent of v. 

Thus 

k v 

Let  us consider the elements of F between the partners of the vector g]~.~' 
arising from the set .el and the partners of the vectors g~'.~ arising from the set s~ 
and belonging to the same irreducible representa t ion/~ .  
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The partners of a same vector are easily recognizable because their diagonal 
elements will be identical. 

The general element is given by 
8tO~ 8t  o~ 8 t~  810~ 8to~ 

Since 

v% : = <r > (6) Tk,u 

Eq. (5) becomes 

8~o~ 8to~ 

k I a 

[ (7) - -  V ' ~  / �9 

k l 

Eq. (7) indicates tha t  the square matrices of order n~, (F/~")~ formed with 
these elements are given by a unitary matrix (R 8~r �9 R ~ )  which is independent 
of the particular couple of vectors : and p, multiplied by a scalar quanti ty which 
depends upon the couple ?', p. 

8~8t O; The unitary matrix R~: * R ~'~ (which is one of the (F~v) matrices except for 
an easily evaluable normalization constant) is the sought transformation for the 
vectors arising from the equivalent set s~ ff  the orientation of the vectors arising 
from the set st is chosen as reference. In  fact by performing these transformation 
upon all the ~ vectors arising from all the equivalent sets s( the general matrix 
(lP~[sq)~ becomes 

where the second term of the product at  the right of Eq. (7) has been indicated by 
A~. The diagonal elements o f /7  will not change. 

Therefore the product of the matrix U times the unitary matrix formed with 
all the R s~t R s~ matrices will be the unitary matrix which tranforms the given 
basis in a new symmetry adapted basis. With this new basis the maximum 
faetorization by symmetry is achieved. 
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